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Detached Eddy Simulation
of Massively Separated Flows

M. Strelets *
Russian Scientific Center “Applied Chemistry”, St.-Petersburg.

The paper is an attempt to provide a comprehensive description of the state-of-the-
art in the area of Detached-Eddy Simulation (DES) of massively separated turbulent
flows. DES is a new approach to treatment of turbulence aimed at the prediction of
separated flows at unlimited Reynolds numbers and at a manageable cost in engineering.
It soundly combines fine-tuned Reynolds-Averaged Navier-Stokes (RANS) technology
in the attached boundary layers and the power of Large-Eddy Simulation (LES) in the
separated regions. It is essentially a three-dimensional unsteady approach using a single
turbulence model, which functions as a subgrid-scale model in the regions where the grid
density is fine enough for an LES, and as a RANS model in regions where it is not. SGS
function or LES mode prevails where the grid spacing in all directions is much smaller than
the thickness of the turbulent shear layer. The model senses the grid density and adjusts
itself to a lower level of mixing, relative to RANS mode and, as a result, unlocks the large
scale instabilities of the flow and lets the energy cascade extend to length scales close to
the grid spacing. In other regions (primarily attached boundary layers), the model is in
RANS mode. The approach is non-zonal, i.e., there is a single velocity and model field,
and no issue of smoothness between regions. The computing-cost outcome is favorable
enough that challenging separated flows at high Reynolds numbers can be treated quite
successfully on the latest personal computers. We present a motivation for and detailed
formulation of the DES approach based on both its original version employing the one-
equation Spalart-Allmaras (S-A) turbulence model, and a new one, using the k-w Shear
Stress Transport model of Menter (M-SST). Numerical issues in DES are also addressed
in terms of both accuracy and efficiency. The credibility of the approach is supported by a
set of numerical examples of its application: NACA 0012 airfoil at high (up to 90°) angles
of attack, circular cylinder with laminar and turbulent separation, backward-facing step,
triangular cylinder in a plane channel, raised airport runway, and a model of the landing
gear truck. The DES predictions are compared with experimental data and with RANS

solutions.

Introduction

HE DES of turbulence! has been suggested as a
response to the computational and physical chal-
lenges associated with the reliable prediction of mas-
sively separated turbulent flows in practical geometries
at practical Reynolds numbers. Recent estimates for
the cost of LES of an airplane or an automobile?
show that due to the presence of large thin near-wall
turbulent boundary layers populated with small (“at-
tached”) eddies whose local size, !, is much less than
the boundary layer thickness, 4, that cost exceeds the
available computing power by orders of magnitude. As
a result, there is no real prospect of using LES in com-
plex engineering computations for a very long time.
On the other hand, the hopes that the conventional
RANS turbulence models will soon (if ever) achieve
engineering accuracy in the massive three-dimensional
separation zones typical for vehicles and airplane com-
ponents, are rather vague and not supported by the
rate of their progress over the last twenty years, even
with the benefit of the unsteady solutions (URANS).
This pessimism-is consistent with the consideration
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that the dominant, “detached”, eddies in massively
separated flows are highly geometry-specific which has
little to do with the fairly universal eddies typical of
the thin shear layers used for RANS turbulence-model
calibration. Therefore, LES still is and probably will
remain for a rather long time the only defensible tool
for a reliable treatment of massive turbulent separa-
tion zones.

The recognition of this conflict (non-affordable com-
putational cost of LES in the attached boundary layers
and inability of RANS models to provide a reliable
prediction of large separation zones) makes it very
tempting to create an approach that combines the
fine-tuned RANS technology in the attached boundary
layers with the “raw power” of LES in the separated
regions. In that approach, the “attached”, boundary
layer, eddies would be modeled, while the larger “de-
tached” ones (populating the separation regions and
wakes) would be simulated (small eddies in these re-
gions are also modeled, but have much less influence
than the boundary-layer eddies have). Exactly for this
reason the approach that claims to reach this goal® was
given the name Detached-Eddy Simulation.

Though DES is a young technique (only three years
have passed since its major idea has been formulated),
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it has already reached some maturity and attracts
more and more attention of the aerodynamic com-
munity. In the recent review papers of P. Spalart®?
major DES features, achievements, and unresolved is-
sues have been discussed in some detail. However the
reviews are not restricted to DES, but cover a much
wider spectrum of issues of turbulence modeling and
simulation. That, inevitably, makes them not quite
complete as far as the DES is concerned. Also, some
new results, both methodological and applied, were ob-
tained after the reviews have been published. All this
justifies an attempt to present a more detailed descrip-
tion of the DES state-of-the-art, as we are undertaking
in this paper.

First. in Section 1, we are presenting a general def-
inition of the approach and its specific formulations
based on two turbulence models (Spalart-Allmaras or
S-A model* and Menter or M-SST model®). Then, in
Section 2, we address some specific numerical issues
associated with the demands of the approach. The
last. third, section contains some numerical examples
that give credibility to the approach.

1. General Description of the DES
Technique and its Specific Formulations

The “core” DES idea was expounded in 1997! to-
gether with its formulation based on the S-A turbu-
lence model. Although, basically, nothing has changed
since then, a more thoughtful definition of the tech-
nique is now available,® not linked with any specific
turbulence model. In accordance with this definition,
DES is a three-dimensional unsteady numerical solu-
tion using a single turbulence model, which functions
as a subgrid-scale model in regions where the grid
density is fine enough for an LES, and as a RANS
model in regions where it is not. The “fine enough”
grid for an LES is that one whose maximum (over all
three directions) spatial step, A, is much smaller than
the flow turbulence length-scale, é; (this is an integral
length scale of the turbulence, much larger than the
Kolmogorov scale, of course). Thus in the LES re-
gions little control is left to the model, and the larger,
most geometry-sensitive, eddies are directly resolved.
As a result, the range of scales in the solution and,
therefore, the accuracy of the non-linear interactions
available to the largest eddies are expanding when the
grid spacing is decreasing. In other words, the model
adjusts itself to a lower level of mixing, relative to
RANS, in order to unlock the large-scale instabilities
of the flow and to let the energy cascade to extend to
length scales close to the grid spacing.

In contrast, in the RANS regions (those where A is
larger than d;), the model has full control over the so-
lution, which however remains unsteady and 3D even
with a 2D geometry. Note that this situation is typ-
ical primarily for thin shear layers (either boundary
layers or free mixing layers), which are precisely the

flows where the RANS approach is known to be most
adequate in terms of computational cost, robustness,
and credibility.

An important feature of DES is that the approach
is non-zonal and, as such, provides for a single veloc-
ity and eddy viscosity field, and there is no issue of
smoothness between the RANS and LES regions. Note
also that if the boundary layers remain attached and
the steady RANS solution is stable, DES finds that so-
lution (unless the grid is refined to the point that the
boundary-layer turbulence can be resolved LES-style
in all three directions). On the other hand, with grid
refinement DES is gradwally evolving to the standard
LES, and then to DNS.

In general, the user can apply fine resolution only
in regions of special interest, which is similar to “tag-
ging” these regions for LES treatment, but is implicit.
Another possible way to apply DES is to continue a
RANS solution with a highly refined grid in a region of
particular interest, for instance, in a landing-gear well
or at a rear-view mirror. This will serve if we need fine
unsteady physics only there, for example, for a better
determination of noise sources.

Now, two specific DES formulations will be pre-
sented on the basis of the above background, one using
the S-A model and the other the M-SST model.

1.1 S-A Based DES Formulation.!

The driving length scale of the RANS S-A model is
the distance to the closest wall, d,,. This makes a mod-
ification to this model for DES mode quite straight-
forward (exactly for this reason it was used as a basis
of DES in the first publication'). The modification
consists in substituting for d,, everywhere in the equa-
tions, the new DES length scale, I. This length is also
based on the grid spacing A and is defined as:

I = min(dy, CpesA), M

where Cpgs is the only new adjustable model con-
stant, and A is based on the largest dimension of the
local grid cell

A = max(dz,98y,0:). (2)

Here we assume for simplicity that the grid is struc-
tured and that the coordinates (z, y, z) are aligned
with the grid cell, but the generalizations are obvious.

For wall-bounded separated flows, the above formu-
lation results in a hybrid model that functions as the
standard RANS S-A model inside the whole attached
boundary layer, and as its subgrid-scale version in the
rest of the flow including the separated regions and
near wake. Indeed, in the attached boundary layer,
due to the significant grid anisotropy (6, = &, > 4,)
typical of this flow region, in accordance with (1),
[ = dy, and the model reduces to the standard S-A
RANS model. Otherwise, once a field point is far
enough from walls (d,, > CpgsA), the length scale
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of the model becomes grid-dependent, i.e., the model
performs as a subgrid-scale version of the S-A model.
Note that at “equilibrium” (meaning a balance of pro-
duction and destruction terms) this model reduces to
an algebraic mixing-length Smagorinski-like subgrid
mode].

1.2 M-SST Based Formulation.

In DES the turbulence is treated by RANS in the
attached boundary layer and, maybe, slightly beyond
separation. Therefore, the need for accuracy in RANS
mode is no less in DES than in pure RANS, and DES
versions based on models other than S-A are desirable
to provide a range of models for “problem” flows where
the S-A model can potentially fail to predict separation
accurately enough. Although the DES formulation is
immediate only on the basis of the S-A or, say, Secun-
dov’s” model which also uses a distance to the wall
as a turbulence length scale, the DES/S-A link is not
fundamental, and other models can be built into DES.
Indeed, due to the general DES definition given above,
a DES model can be obtained from a RANS model by
an appropriate modification of the length scale which
is explicitly or implicitly involved in any RANS tur-
bulence model. For now this was done® for the k-w
M-SST model, because it is consistently considered as
one of the best two-equation RANS models, particu-
larly for separation prediction.

The length scale of the model in terms of k and w
reads

l-w = K2/ (B"0). (3)

Now, a non-trivial question arises regarding which
specific terms of the model this length scale should be
replaced in with the DES length scale

[ = min(lx-, CpesA). (4)

This situation is different from that with the S-A
model, where there is little freedom of choice. Consid-
ering that the role of the subgrid-scale model should

10'3; t=2.0 t ;
10° 100 k107

Spectra in isotropic turbulence: comparison of S-A, and M-SST DES with experiment®

not be crucial, our approach was to keep the formula-
tion as simple as possible with the only restriction that
at equilibrium the resulting subgrid model should re-
duce to a Smagorinski-like model. By this we mean
that the eddy viscosity is proportional to the magni-
tude of the strain tensor, and to the square of the grid
spacing.

Based on that consideration, the only term of the
M-SST RANS model that has been modified to trans-
form it into the DES mode? is the dissipative term of
the k-transport equation:

Dhans = pB kw = pk** [lp-ss. (5)

The modification consists in the simple substitution
[ (4) for ly-, in (5) which results in

Dps = ok** /L. (6)

1.3 Cpgs Calibration.

In order to find the optimal values of Cpgs and
to show that the subgrid-scale versions of the S-A
and M-SST models perform fairly well, the models
have been exercised in pure LES mode on decaying
homogeneous isotropic turbulence, as studied in the
experiments of Comte-Bellot and Corsin.® The differ-
encing scheme was centered and fourth-order-accurate,
and the time integration was by an implicit three-layer
second-order-accurate scheme.

The classical M-SST model has two branches, k-w
and k-e. Considering that, we performed separate
CpEs calibrations for the two branches and then
blended the values obtained with the use of Menter’s
blending function Fy®

Cpes = (1 - F1)Chis + FiChgs. (7)

Note that from the standpoint of DES only the
k-¢ branch is important, since precisely this branch
is active in the major part of the region where DES
functions in LES mode.
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Figure 1 shows the spectra at ¢ = 0.87 and ¢t = 2
in the experiment, computed with the use of the S-A
subgrid-scale model at Cpgs = 0.65 and with the
M-SST one at Clfs = 0.61 and Clgs = 0.78. As
seen in the figure, with those constants, the agreement
with the experiment is fairly good, and the spectral
slopes are close to —5/3 near the cutoff wave-number.
Also, the energy decay has been about 75% which is
close to the experiment, and the average eddy viscos-
ity scales closely with A*/3 as expected in the inertial
range. The test seems to be quite satisfactory and
gives credibility to the subgrid-scale versions of the
S-A and M-SST models and the Cpgg values. These
values appear optimal for the differencing scheme used;
schemes with more numerical dissipation may couple
best with somewhat lower values.

2. Numerical Issues

As far as the author is aware, all the DES appli-
cations published till now were performed with the
use of implicit upwind schemes. For instance, for the
incompressible flows,% 191! the time accurate (with
dual time stepping) implicit upwind-biased scheme of
Rogers and Kwak!'? is used (the scheme is of fifth or-
der in space and of second order in time). In the only
available example of DES of compressible flow,!? the
computations are performed with the use of the un-
structured Cobalt code which is upwind and of second
order accuracy both in space and time.

The choice of implicit upwind schemes for full DES
(as opposed to the homogeneous turbulence “box”)
was dictated by the hybrid nature of DES and, in par-
ticular, by the lack of stability of the less-dissipative
centered schemes in the flow regions where DES is
operating in the RANS mode. The causes are well
known. They are: high values of the cell Reynolds
number (even based on the eddy viscosity), dispersion
(especially at angles to the grid lines), non-uniform
grid spacing and coefficients, nonlinearity. On the
other hand, in the LES regions of DES the upwind
schemes seem to be sub-optimal since they are com-
monly considered as “too dissipative” for LES (e.g.,
Ref.14). Thus, though a statement such as “upwind
schemes are unacceptable for LES” cannot be correct
(any numerical method, if consistent, results in an ac-
ceptable accuracy with a grid fine enough), this issue
of numerical dissipation in DES does exist, and re-
quires attention. Excessive dissipation does not result
in an unstable or meaningless solution, but it prevents
the solution from taking full advantage of the grid pro-
vided. It stops the energy cascade before the SGS eddy
viscosity does, or in collaboration with the eddy vis-
cosity but still at scales that are larger than the best
possible.

An approach that allows to resolve it or, at least,
to weaken significantly the harm caused by upwinding
in the LES regions of DES is suggested in Ref.8. It is

based again on the hybrid DES nature and uses the
following hybrid central/upwind approximation of the
inviscid fluxes, Fj,., in the governing equations:

Finy = (1 - U)Fctr + UFupun (8)

where Fiy, and Fyp,, denote respectively the central
(fourth order) and upwind (third/fifth order) approx-
imations of F and ¢ is a blending function. It is
designed so that in the regions treated in the RANS
mode, o is close to its maximum value g,,,, = 1.0,
resulting in an “almost upwind” scheme, while in the
LES regions o is close ta zero resulting in an “almost
centered” scheme. In addition, the blending function
has to ensure the choice of the upwind scheme in the
irrotational region of the flow. This is needed to guar-
antee stability of the scheme with the coarse grids
typically used in such regions. A specific form of the
blending function® is as follows:

0 = Opmag tanh(ACH1), (9)
Here the function A is defined as

A= CHZ max{[(cDESA/lturb) /9_05]’0}v (10)

the turbulence length scale, ly,,5 is defined via the
eddy viscosity and a combination of the magnitudes
of the mean strain, S, and vorticity, €,

lturb = (Vi + V)/[Ci/2K]1/27 (11)

where K = max {[(S? + Q2)/2]'/2,0.1771}, 7 is the
characteristic convective time, and the parameter g
is introduced to ensure the dominance of the upwind
scheme in the disturbed irrotational flow regions where
1< land §>0:

g = tanh B4,

B = Cy3Qmax (S, )/ max[(S? + 02)/2,1072°).
(12)

The constants of the blending functions are: 0pq, =
1.0, Cgy = 3.0, Cpr = 1.0, Cys = 2.0.

In Fig.2 a snapshot of the blending function ¢ is
presented from our DES of a circular cylinder® (see
Section 3.2 below) together with a simultaneous snap-
shot of the eddy viscosity. It gives a clear idea of the
performance of the suggested approximation. In the
vortical area of the cylinder wake, where DES per-
forms in LES mode, o is close to zero and the scheme
is virtually the centered fourth-order one. Conversely,
in the near-wall RANS regions and, also, in the irrota-
tional outer part of the flow, ¢ is close to 1.0 and the
scheme is effectively the fifth-order upwind one.

Included in the following examples of DES perfor-
mance with the pure upwind scheme, are some ex-
amples that illustrate the capabilities of the hybrid
scheme in more detail.
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Fig. 2 Simultaneous snapshots of blending func-
tion o (see eqn.(9)) and eddy viscosity from DES
of circular cylinder at Re = 50, 000

3. Computational Examples

In this section we are presenting numerical examples
supporting the credibility of DES and outlining the
areas requiring effort. The examples are restricted to
our own work, but the literature includes other flows (a
sphere,'” a missile base,!® and a channel flow®), and
at least six separate groups are known to be pursuing
DES.

3.1 NACA 0012 Airfoil at high angle of attack.

This was the first true, 3D, application of DES and,
due to its very promising results, it had a decisive
influence on the further DES development and ap-
plications. Though in Ref.11 the computations were
performed with the use of the S-A based DES (1)-(2),
below we present also some results obtained later8 with
the use of the M-SST DES (4)-(6).

NACA 0012 142x61x26

Fig. 3 Fragment of the computational O-grid used
in DES of NACA 0012 airfoil

The Reynolds number based on the airfoil chord
c in the simulations was equal to 10°, and the an-
gle of attack was varying from 0 to 90 degrees. In

order to avoid arbitrarily adjusting transition points,
the model was used in fully-turbulent mode (the free-
stream value of the eddy viscosity v; was set equal to
the molecular viscosity, which puts the working vari-
able v outside the basin of attraction of the zero value).
The computational-domain size in the zy-plane was
equal to 15¢, and the spanwise period was 1 x ¢. The
grid used in the computations was of the O-type in
zy-planes (see a fragment in Fig. 3), with a uniform
spanwise step d, equal to (1/24)c, resulting in a to-
tal number of nodes 141 x 61 x 26, which is certainly
“modest” by LES standards for this high a Reynolds
number. The near-wall Erid spacing was 10~ %, follow-
ing normal practice for RANS at Re = 10°. The time
step was 0.025¢/Uy and for a complete separated case
(100-200 chords of travel) the cpu time was 4-8 weeks
on a Pentium II/266MHz computer with the use of the
Rogers and Kwak scheme.!2

First, in order to support the claim that DES au-
tomatically finds a 2D steady solution for the fully
attached flows, simulations were performed below the
stall angle. It turned out that the DES solution indeed
is 2D and steady and is virtually identical to the 2D
RANS solution obtained with the standard S-A model.

DES: z/<3=0.25 §
05F(@ s
yle| i

0o H

DES: 2/c=0.75 _
05F () i
yle| -
0.0 F

-0.5 05}

osf
ylc| i
00

0.5
yle| &
00}

00 05 10 15 20xkc

Fig. 4 Side-views of the spanwise vorticity at dif-
ferent cross-sections of the DES (a)-(c) and the
URANS 2D solution (d) for NACA 0012 airfoil at
a = 45° and Re = 100, 000.

For the régimes beyond stall with massive separa-
tion, the situation is quite different. Figure 4a-c shows
snapshots of the spanwise vorticity at three simultane-
ous cross-sections of the DES at o = 45°. Eddies with
sizes rather smaller than c are resolved near the upper
airfoil surface, although not very fine with this grid
and numerical scheme. In contrast to that, URANS,
meaning an unsteady 2D computation with the stan-
dard S-A RANS model, suppresses the smaller eddies
and sheds large smooth vortices as shown in Fig.4d,
which resembles other URANS studies (e.g., Refs.16,
17). The three DES frames are noticeably different,
indicating that the simulation has sustained the ran-
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dom initial three-dimensionality. Note that, unlike
DES, 3D URANS of this flow damps out the three-
dimensionality (unless it has a very long spanwise
length scale) and results in a 2D solution.

Quite similar results are obtained with the use of
the M-SST DES, and we did not detect qualitative or
significant quantitative differences in the resolved flow
structures between the two models.

Figure 5 shows the time-dependent lift and drag co-
efficients for the 60° case from the simulations with the
S-A and M-SST models. In contrast with the strictly
periodic behavior typical of URANS, DES displays
some chaotic features. Though physically correct, this
behavior means rather long time samples are needed
for reliable averaged forces, which is unfortunate in
terms of computational cost. Figure 6 presents the
averaged forces over a wide range of angle of attack
and compares DES predictions with those of URANS
and with the experimental data!® 29 below stall and?!
above the stall angle. Two curves in the plot are
crudely showing the experimental scatter, in the 13°
to 25° range for Re. = 10% (at the angles higher than
25° we have only one source and are unable to es-
timate scatter). The post-stall measurements are at
Re. = 2-10%, while our DES is at only 10°. This helps
contain computational cost and considering the weak
Reynolds-number dependence after stall, has a small
impact on the flow.

At angles of attack below stall the agreement with
the data is not perfect, which is not surprising con-
sidering the sensitivity of the attached flow to the
Reynolds number and transition. For Re, = 10°
with natural transition, experiments suggest a value of
the maximum lift coefficient Cjnq2 in the 0.8 to 0.95
range,'? while the fully-turbulent simulations return a
Chinar near 1.0 at « near 13°.

—r ——
NACA 0012, a=45°

0.0
[l - S B o0 9 o o o 3
. 4 .............. ]
30 f T o I
. L Sl ‘l _./"I ]
0.2 0.4 0.6 0.8 x/c
Fig. 7 Pressure coefficient distribution over

NACA 0012 airfoil: comparison of DES and
URANS predictions with the experimental data for
a normal flat plate??

Beyond stall, the agreement between DES and ex-
periment for both integral forces (Fig.6) and pressure

coefficient distribution (Fig.7) is gratifying. This is
consistent with results of Najjar and Vanka,?? who per-
formed 3D DNS of a normal flat plate at Re. = 10°.
Also in the line with their findings, at high angles of
attack (over 30°) 2D URANS suffers from a very large
drag and lift excess (Fig.6) and the C, on the up-
per surface of the airfoil is far from uniform (Fig.7).
Finally, though some disparity between the two DES
models does exist, it is much less than that between
the same two models in URANS mode.

Based on this first application, DES appeared highly
promising which made it worthwhile to explore its ca-
pabilities as applied to other flows.

3.2 Circular Cylinder.

This flow is an obvious test for an approach with
claims over separated flows. As M.Breuer puts it in
his recent paper on the cylinder LES,?* “... successful
applications for this test case can be considered as the
ticket to the real world applications of LES”. There-
fore, DES success for this flow would give the approach
a deeper credibility than the thin airfoil considered
above. In the latter, both LES and RANS capabili-
ties of DES are exercised, but not truly in the same
solution. A pure RANS method would give the same
results as DES at low angles of attack, the flow be-
ing attached. On the other hand, a pure LES method
could be manageable and might give fair results at high
angles of attack, when the major features of the flow
have little sensitivity to the boundary layer turbulence
(which an LES of the whole domain could not resolve
with present computers). Another point of great in-
terest and some concern in DES is the “grey area”
between RANS and LES regions. With DES, at sepa-
ration, the shear layer has no “LES content” (i.e., 3D
unsteady eddies the size of the boundary-layer thick-
ness). So DES seems to be most justified if a rapid
new instability, of large scale, overwhelms the turbu-
lence inherited from the boundary layer (if any). This
is more likely if the separation is from a sharp edge or
at least a thin one, as on the airfoil. The cylinder
is less forgiving, and so provides a better opportu-
nity for “grey area failure”. Finally the cylinder is
known for its drag crisis, which reflects the great dif-
ferences in separation between laminar and turbulent
boundary layers. The challenges in DES associated
with that principle feature of the flow are not trivial.
For Laminar Separation (LS), the model needs to be
dormant in the laminar region, and arise in a sponta-
neous manner after separation, which can be delicate.
A Trip-Less (TL) approach permitting to resolve this
issue'® 2% has been tested only in 2D RANS which does
not automatically guarantee its feasibility in DES. Fi-
nally, cases with Turbulent Separation (TS) are wholly
out of reach of whole-domain LES. In DES, they give
the model in RANS mode control over separation and
so stress its accuracy in this mode. Thus the cylin-
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der taken over LS and TS regimes represents a much
more severe and substantial test case for DES, giving
the opportunity to show that it is competitive with
both RANS and LES. Since the results obtained in
the course of this study are presented and discussed
in detail in Ref.6, here, we are focusing only on the
major findings of Ref.6 and on some recent, not yet
published, results.

y/0 T T 20 /D

05

. A 0o |
-5 -10 5 0 5 10 15 0.0 05

1.0 x/D 1.5 20

Fig. 8 Medium computational grid used for DES
of circular cylinder. Inner block 150 x 36, wake block
74 x 36, outer block 59 x 30

A typical (“medium”) grid used in the simulation
is shown in Fig.8. It has three blocks (total size
about 500,000 nodes) with a coarser spacing in the ir-
rotational region, relative to the near-wall and wake
regions and is designed so that in the region near
(z, y)=(0.75, 0.5) where there is high activity and the
solution is clearly of LES type, the cells of the grid are
close to a square with the side A. The spanwise period
is equal to 2D (D is the cylinder diameter) and the 3D
grids are balanced, in the sense that ¢, is close to A
also. A grid refinement study has been performed with
three successive grids with A ratio v/2.

Fig. 9 Visualization of the LS circular cylinder
flow at Re = 50,000 (surface \ =1)

In Fig.9 we show the visualization of the LS flow
at Re = 5-10* on the medium grid. It is meant
to build confidence in the three-dimensional charac-
ter of the solution, and the spanwise domain size.
We use the imaginary part, A;, of the complex con-
jugate eigenvalues of the velocity gradient tensor?® to
bring out vortices. The figure reveals the dominant
2D von Karmén vortex-shedding mode, but also in-
tense streamwise vortices transverse to the Karmén

street. It is very consistent with DNS and LES studies
of similar flows. This figure reflects how DES functions
in the attached boundary layers, whether laminar or
turbulent: the resolved solution is smooth with weak
variations in z and ¢. In TS cases the boundary layer
turbulence is fully modeled, the model provides all the
Reynolds stress, and even its large eddies are not rep-
resented.

CinltL

(®) TS Cy Re=3-10°
PPN A T SV S SEROP
0.4 fued ! I I
a WVV\/J\/\/V\NMNV\/\/\/\/M/\/\/\/W\NW
C
04} { s 1 |
085 20 %0 50 80 T 100

Fig. 10 Time-dependent lift (solid lines) and drag
(dashed lines) coefficients from S-A DES of circular
cylinder; (a)-LS flow; (b)— TS flow

Figure 10a illustrates the strong chaotic modula-
tions of the shedding phenomenon for the LS flow
regimes. The time scale of the modulations is of
the order of 10 times the von Kérman shedding pe-
riod. Again, this is very consistent with DNS for
the flat plate at 90°," LES of circular and square
cylinders?® 2 and experiments.?®32 This behavior
suggests that any fine comparisons between drag co-
efficients, for instance, are drastically limited by this
feature, and that any simulation studies of bluff bodies
with LS that used only a few shedding cycles should
be seriously reconsidered. For the TS regimes this ef-
fect, though again present, is a good deal weaker (see
Fig.10b) which makes them less “time-sample sensi-
tive”.

"Low-lift" stage (t=133)

"High-lift" stage (

Fig. 11
shots at the stages of “high” (¢t = 99) and “low”(t =
133) lift oscillations (see Fig.10a)

Comparison of spanwise-vorticity snap-

Figure 11 reveals a striking visual difference between
a time of high and low lift oscillations for the LS flow.
These two frames are from one simulation at two differ-
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Fig. 12 Effect of the turbulence model and numerical method on DES of a cylinder: spanwise-vorticity
contours in a plane of LS flow at Re = 50,000
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Fig. 13 Effect of the turbulence model and numerical method on DES of a cylinder: time dependent lift
and drag of LS flow at Re = 50,000
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Fig. 14 Effect of the turbulence model and numer-
ical method on DES of a cylinder: resolved energy
spectra of LS flow at Re=50, 000

ent moments, both late enough to be ostensibly mature
(t =99 and t = 133). Yet, at first sight it looks like
they have different grids or turbulence models. The
change in the flow pattern is quite similar to that de-
scribed in Ref.27 for DNS of the normal flat plate.

Figures 12-15 give an idea about the effects of nu-
merical scheme and turbulence model on DES solu-
tions. In particular, Fig.12 shows spanwise-vorticity
snapshots computed on the medium grid for the LS
flow at Re = 5- 10* using the fifth-order upwind and
the hybrid (fifth order upwind/fourth order centered)
schemes, and the S-A and M-SST models. As ex-
pected, with the hybrid scheme, the solution displays
smaller vortices with both models. However, with the
M-SST model the effect of the scheme is much more
visual. The same trends are even more striking in the
time-dependent forces shown in Fig.13, and are ob-
served also in Figs.14-15, where we present the spectra
of the resolved kinetic energy at the wake centerline
(at z = 1D), and the resolved and modeled shear
stresses respectively. The resolved Reynolds stresses
are produced by averaging the flow field that was cal-
culated, while the modeled stresses are the average of
the stresses created by the eddy viscosity.!®

Figure 16 compares experimental distributions®® of
the pressure coefficient for the flow with LS with those

Resolved u'v' (MSST-DES, Hybrid)

Resoived u'v' (MSST-DES, Upwind)

03

Modelled u'v' (MSST-DES, Hybrid) Modelled u'v' (MSST-DES, Upwind)
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s
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Effect of the turbulence model and nu-

Fig. 15
merical method on DES of a cylinder: resolved and
modeled stresses of LS flow at Re = 50,000
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Fig. 16 Effect of grid size, turbulence model and numerical method on the pressure distribution over a

cylinder: pressure coefficient of LS flow at Re = 50,000
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Fig. 17 Effect of the turbulence model on the
pressure coefficient distribution over a cylinder: TS

flow at Re = 50,000

from DES performed with the two models and two
numerical schemes. The upper frame of the figure
demonstrates an impressive agreement with experi-
ment and strongly suggests grid convergence with the
fifth order upwind scheme. Note that such conver-
gence has been elusive in LES of this flow. Also, just
as for the airfoil, 2D URANS gives vortex shedding at
the correct frequency, but the shedding is much too
regular,'® and the drag is much too high. The other
frames of Fig.16 show coarse- and medium-grid results
with both numerical schemes and turbulence models.
It can be concluded that the effect of the model is
comparable with numerical inaccuracies caused by a
coarse grid or excessively dissipative numerics, which
seems to be quite consistent with the premise of LES.
We expected a stronger model-dependence for the
TS flow regimes, in which the RANS mode of DES is
responsible for prediction of turbulent separation, and
so the M-SST model might be expected to perform
better than the S-A one. However, as seen in Fig.17,
due to quite a noticeable scatter in the experimental
data for this flow regime,3®34 it is difficult to give a
definite preference to either of the two models.

3.3 Other Examples.

In this section we are presenting additional exam-
ples of our DES studies. They are not as complete as
that of the circular cylinder flow, but showing them
still seems to be meaningful and to give a much wider
idea about the range of DES potential applications and
capabilities.

3.3.1 Backward-facing-Step (BFS) of Jovic and
Driver at Rep = 5000.5°

This flow is a very appreciated test case for eval-
uating the capability of RANS turbulence models to
capture the major features of a flow with separation
and reattachment. The test however confronts the
DES user with a crucial decision. In one approach, the
incoming turbulent boundary layer has “DES content”

or, in other words, its turbulence is resolved. Then we
have an LES over the whole domain, much like we did
in a channel.!® In the opposite approach, we assume
that the incoming boundary layer is thin enough rela-
tive to the step height h that the recirculating bubble
is dominated by eddies much larger than the incoming
eddies, so that it is not essential to resolve those. Then
the incoming boundary layer is treated by RANS; this
is controlled by the grid spacing in the usual fashion.
This second approach is much closer to the reality of
DES in aerodynamic flows, and was adopted. Note
that some of the RANS models, including S-A and,
especially, M-SST modely have been shown be quite ac-
curate for this specific flow.3¢ This is probably due to
the thin-shear-layer character of the flow. Therefore,
DES is competing with a rather successful technology.

Fig. 18 Computational grid used for DES of BFS
flow.%®

The computational domain in our DES of this flow
consists of an entry section of length 10h prior to
the step and a 20h postexpansion section, while the
spanwise dimension is 2h, with periodic boundary con-
ditions. The simulation uses 181 x 76 x 22 grid points
in the streamwise, wall-normal, and spanwise direc-
tion respectively. The spanwise grid-spacing is uniform
(6. = 0.1), and the grid in the zy-plane is shown in
Fig.18. In the near-wall region the grid spacing is

the same as that in our RANS computations of the
same flow.?% It ensures a maximum near-wall step in
wall units not higher than 0.4 and, according to the
grid-sensitivity study performed for RANS,?® is quite
sufficient to obtain a virtually grid-independent solu-
tion. In the LES region, just as in the circular cylinder
simulations, the grid cells are close to cubic.

Fig. 19
A=0.25).

Visualization of the BFS flow (surface

Figure 19 shows the flow visualization from the
M-SST DES by means of the “swirl” surface A = 0.25.
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Fig. 20 Comparison of DES and RANS predictions of friction coefficient distribution over the BFS with

the experiment.3%

It reveals all the typical flow structures observed in
DXNS and LES of the BFS flow (e.g., Refs.37-39),
namely, the quasi-two-dimensional Kelvin-Hemholtz
rolls convected downstream and then pairing, the
streamwise vortices forming farther downstream, and
gradual transformation of the flow to an essentially
3D one. Thus, in spite of the rudimentary treatment
of the inlet region mentioned above, DES is still capa-
ble of reflecting the major 3D unsteady physics of the
BFS flow discussed in detail in the literature.

As far as the mean flow is concerned, the accuracy of
DES turns out no worse than that of the correspond-
ing RANS; it is also much less model-dependent. This
is seen in Fig.20, where we compare time- and span-
averaged Cy distributions from the S-A and M-SST
DES with the corresponding steady RANS distribu-
tions. Note also that in the region of flow recovery
after reattachment, generally the most challenging for
RANS, DES with both models performs tangibly bet-
ter than even M-SST in RANS mode. Therefore, the
strength of LES appears to be showing even in this flow
region. which is two-dimensional and near-parallel in
the mean.

3.3.2. Triangular cylinder in a plane channel 42

This flow has been used as a benchmark in many nu-
merical studies (e.g., Refs.17, 40, 41) performed both
with the use of steady and unsteady RANS, and to this
date may have presented the most impressive example
of the superiority of URANS.!7

The grid used in our S-A DES of this flow had two
blocks with 93 x 89 and 137 x 61 nodes in zy-plane
(see Fig.21). The span period in DES was equal to
la (a is the triangle side), and the grid spacing in the
z-direction 0, = 0.05 which results in a total number
of grid points equal to 366,000. S-A URANS compu-

A

-4 -2 0 2 4 6 x [

Fig. 21 Computational grid used for DES of a
triangular cylinder in a plane channel.*?

tations were performed on the same grid as that used
for DES.

Figure 22 compares spanwise-vorticity snapshots
from DES at different zy-planes with one from the 2D
URANS. The picture is quite consistent with what we
observe in all the other cases. Again, just as for other
massively separated flows, URANS predicts regular
von Kdrmdan vortex-shedding, while DES reveals much
more small-scale activity and three-dimensionality.
However, possibly due to the geometrical restrictions
caused by the channel walls, the amplitudes of the os-
cillations and the widths of the wake in URANS and
DES are not as different as, for example, for the circu-
lar cylinder in “free air” considered above. As a result,
the time-averaged forces and other mean-flow charac-
teristics computed on the basis of URANS and DES
are not highly different. This is seen in Fig.23, where
we compare 5S-A URANS and DES streamwise mean
velocity distributions along the wake centerline with
the experimental data.*? Still, DES agrees somewhat
better with the data than URANS, especially in terms
of the length of the recirculation zone, and is virtually
as good as the URANS of Refs.17, 40, which are the
best found in the literature for this flow.

3.3.3. Raised airport runway.

The runway is a new extension to that of the Santa
Catarina Airport (Funchal, Madeira Island, Portugal).
It is built on stilts, 185 m wide and 58 m high, on the
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Fig. 22 Side-views of the spanwise vorticity at
different cross-section of DES (a)—(c) and URANS
2D solution (d) for triangular cylinder.
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Fig. 23 Comparison of DES and URANS predic-
tions of the streamwise velocity distribution along
the triangle wake centerline with the experimental
data.*?

island-side. This rare configuration, in case of cross-
wind from the ocean, is likely to cause separation off
the edge of the runway platform, creating lateral wind
shear at some height over the runway and reversed flow
at its surface, as well as high relative turbulence inten-
sity. The objective of the simulation was to quantify
these effects.

A schematic of the domain with a three-block com-
putational grid in zy-planes (the total number of grid
nodes in one plane is about 34,000) used for DES of
the cross-wind-induced flow in the vicinity of the run-
way is shown in Fig.24. We took the shape of the hill
at one station along the runway. Shape details with
lengths up to about 2 m near the platform edge are
omitted. The “spanwise” period (really, the period in
the runway direction) is set equal to 1/3 of the plat-
form width (on the basis of our experience with the
NACA 0012 airfoil, this seems to be sufficient to cap-
ture the major 3D structures at moderate angles of
attack). In the z-direction, the grid has 22 uniformly
spaced planes resulting in about 750,000 nodes.

400

300 bryrrrrrrrm

100
Hill

-200 0y (m) 200 400

Fig. 24 Computationat grid used for DES of raised
runway in cross-wind.

The inflow condition at the left boundary is a uni-
form velocity with a thin boundary layer at the ocean
surface. This ignores the true thickness of the atmo-
spheric boundary layer, which is of the order of 1000m,
or five times the runway width. The ideal DES would
include that profile, including the Ekman skewing, as
well as LES content, since the length scale of these
eddies is large. However, the peak velocity excursions
in such a boundary layer are roughly 15% of the wind
velocity, which is fairly small compared with the ex-
cursions generated by the separated shear layer, as we
show below. Therefore, the strongest effects of the
wind are captured.

The Reynolds number based on the wind velocity
and the runway width is high: 1.2 - 107. Therefore
the results presented below, normalized by the wind
velocity value, can be considered as insensitive to any
further Reynolds-number increases.

The turbulence model was the S-A one with a wall
roughness correction,® and the surfaces of the ocean
and hill were considered as rough with a uniform
conventional roughness of 1 m height. Roughness
changes would have more effect than Reynolds-number
changes. Note that Equation (6) in that paper con-
tains an error, x in the denominator should be replaced
with 7/v.

Fig. 25 Visualization of the raised runway flow
(surface A=0.25).

Figure 25 is a flow visualization by a typical swirl
iso-surface (A =0.25). As might be expected consider-
ing the specific terrain relief and the narrowness of the
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“gap” between the runway and the hill, which forces
the flow over the platform, it reveals separation of
the flow off the edge of that runway platform, shear
layer roll-up, and formation of essentially 3D roller/rib
structures, as is typical for thin bodies at high angles
of attack. Therefore the simulation fully confirms the
expectation that the flow above the runway would be
massively separated, essentially 3D, and unsteady.

100

80}

60}
40}

20}

Fig. 26 Vertical profiles of the averaged, mini-
mum, and maximum wind velocity at the middle
of the runway.

In order to assess the runway flow conditions quan-
titatively, the minima and maxima of the z-velocity
component were collected over time and over the span-
wise domain. The profiles of the quantities . (y)
and u,,;,(y) above the runway centerline are plotted
in Fig.26 together with the time/span averaged veloc-
ity, Uqver(y). A striking feature of the figure is that
the range of the velocity variations (the strength of the
“wind gusts”) is about +100% of its nominal value.

We found that for the same problem setup, the
URANS solution turns out to be strictly steady.
Therefore, though the span- and time-averaged DES
velocity field is fairly close to that steady solution (see
Fig.27), URANS does not allow any of the unsteady
content which is crucial considering the purpose of the
study. Thus, the results show that applying URANS
instead of DES to evaluate the proper wind limits
for take-offs/landings at such a runway would be very
questionable, if not useless.

A complete study of this issue should include equiv-
alent simulations for a typical airport, at which cross-
winds past terminal buildings and hangars also gener-
ate turbulence that is more intense and more focused
than the normal turbulence of the atmospheric bound-
ary layer over a flat surface. These flows could contain
stable vortices aligned with the wind, for instance.
Such comparisons are left for future work.

300 T T T T T T

-300 -200 -100 0 160 2(.)0 360
Fig. 27 Comparison of 2D RANS with time and
span averaged DES velocity fields over the runway:

contours of wind velocity.

3.3.4. Landing Gear Truck.

This is the first example of DES of a really complex
3D geometry (courtesy of B. Lazos at NASA) shown
schematically in Fig.28 together with some elements
of a thirteen-block structured grid. The total number
of grid points is about 2.5 - 10°.

Fig. 28 Fragments of the 13-block computational
grid used for DES of landing gear truck.

Extensive DES and URANS studies of this flow
aimed, mostly, at resolving the unsteady flow physics
in more detail for noise applications are currently in
progress at Boeing and will be published soon.** Here
we are presenting only some illustrations of the pre-
liminary studies directed mostly to establishing the
feasibility of DES as applied to this flow.

Figure 29 is a flow visualization in two planes which
bisect the domain, obtained with the use of the fifth
order upwind scheme. Just as in all the other cases
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Fig. 29 Visualization of the landing gear flow (vor-
ticity contours in horizontal and vertical planes at

Re=100, 000).
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Fig. 30 Effect of the numerical method on the
vorticity field in DES of the landing gear.

considered above, DES has finer structures than those
of URANS, even with the same grid.*3

Figure 30 demonstrates the effect of the numerical
dissipation on the resolved flow pattern. In partic-
ular, it shows how the resolution improves with an
increase of the upwind-scheme order of accuracy, and
with a switch from the upwind to the hybrid scheme.

Fx, Fy, Fz

T T T T T T
1k
075 |
05 |
025 F
O -
025t L
Fig. 31 Time-dependent forces on landing gear.

Therefore, at least as far as broadband-noise appli-
cations are concerned the less-dissipative high-order
hybrid scheme is apparently preferable. However, for
now, we do not yet have a definitive answer on how
accurate the small eddies are, and whether they af-
fect the unsteady landing gear forces shown in Fig.31
significantly.

4. Concluding Remarks.

In this paper we make an attempt to outline the
reasoning behind and the emerging level of success of
the Detached-Eddy Simulation of complex massively-
separated turbulent flows at high Reynolds number.
A wide range of computational examples is presented
with the hope that they support the credibility of
the approach and highlight both its strong points and
“pacing items”. Summarizing, it seems to be justified
to state that until now no examples have been found
where DES performed worse than steady or unsteady
RANS, while a wide range of flows where DES is defi-
nitely superior over RANS does exist.

In terms of computational cost, the initial DES is
shown to be affordable on personal computers even
for complex wall-bounded flows, which are unreach-
able with LES when any of the boundary layers are
turbulent. By “personal computers” we mean recent
models in the 800Mhz range, and we accept that runs
take weeks. By “initial DES” we mean one on a grid
fine enough to support a fairly wide range of scales.
A thorough study requires this initial run, and one
with an unquestionable refinement of the grid in all
four directions; the fine-grid run is not possible on
personal computers for real-life geometries, and we
consider that we have achieved this refinement only
for the circular cylinder.®

The DES approach is still young and unresolved is-
sues of course exist. Some are common with RANS,
notably those of transition prediction and even of tran-
sition control within the turbulence model (once pre-
diction is successful or a trip is used). We have covered
those of the differencing scheme, and similar studies for
time differencing may be in order. The conversion of a
typical RANS code to DES is rapid as far as the mod-
ification of the model goes, but achieving the required

16 oF 18

AMERICAN INSTITUTE OF AERONAUTICS AND ASTRONAUTICS PAPER 2001-0879




spatial and temporal accuracy for LES can demand
deep improvements. It is also clear that grid design
is a complex matter if an efficient use of all the grid
points is to be made. Thus, DES can address some
very challenging flow physics but the burden on the
user is, not surprisingly, even higher than for a RANS
study. This burden includes grid design and a careful
scrutiny of the solution, often leading to grid re-design.
Automatic adaptation appears to be a distant prospect
(however, adaptation in any Navier-Stokes method ap-
pears to be in need of breakthroughs), and quantitative
error estimates from a single solution, which would re-
move the need for grid refinement, are simply absent.

We also hope that the paper gives convincing phys-
ical arguments in favor of the statement that useful
methods for high-Reynolds-number separated flows,
even if they are not exactly DES, will all be a type
of hybrid between RANS and LES.
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